
201a: 
HW,

Data, 
Projects, 

and starting with R.



First: HW







Understanding your data.

• Where did the data come from?
i.e., what was measured? How? 
Sampling process?
Experiment? Survey? Controls?  Random assignment?

• What types of variables are you dealing with?

• What is the structure among measurements?



Understand where your data came from, 
or you will be confused.



Measurement procedure

• Sampling:
– Gold standard (Probability) vs. practice (convenience)
– Non-representativeness (bias, variance, drop-out, demand)

• Intervention: Observation / Survey / Experiment
– Control and randomization for causal inference.



Causality
• Intuitions:

• Counterfactual?
• Intervention?

• Representing with 
Directed, Acyclic Graphs
(DAGs, Bayes Nets)
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M YA

“mediation”

“A causes Y”



Association ≠ Causation
• A and Y co-occur.
• But why?
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A causes Y somehow

Y causes A somehow

Conditioning 
on a collider

A Y

C

“Common cause”
L causes A and Y



No Association ≠ No Causation
• A and Y do not co-occur.
• But why not?

A Y

A and Y are independent

Conditioning 
on a collider
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Masking common 
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Randomized Experiment (idealized)
• We manipulate A; Y happens.
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A causes Y somehow

Y causes A somehow

Conditioning 
on a collider

A Y

C

“Common cause”
L causes A and Y

Assuming we 
randomly assign 
A, and measure 
everyone, so no 
opportunity to 
condition on A.



Randomized Experiment (realistic)
• We do Z to manipulate A; Y happens.

A Y

Z causes A, which causes Y

Z doesn’t work.  Oops.
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Randomized Experiment (realistic)
• We do Z to manipulate A; Y happens.

A Y

Z causes A, which causes Y

Z doesn’t work.  Oops.

A YZ

Z

“confounds”

A Y

Z M

“demand effect”

A Y

Z

Measure A: 
A manipulation check to 

ensure Z -> A. 
Instrumental variable logic Double-blind 

design

Lots of 
additional 
measures 

and controls.



Understanding your data.

• Where did the data come from?
i.e., what was measured? How? 
Sampling process?
Experiment? Survey? Controls?  Random assignment?

• What types of variables are you dealing with?

• What is the structure among measurements?



Types of variables / 
measurements.

• SS Stevens’ measurement scale
– Categorical / qualitative / nominal
– Numerical / quantitative: Ordinal? Interval? Ratio?

• Statistical / mathematical variable type
– Support (what values can it take on)? 
– Distribution (what does variation look like)?



Canonical plots for scales
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As a function of… (independent variable)

pie chart (ugh)

… ~ numerical

stacked area

Scatterplot / conditional mean

… ~ categorical

stacked area

bar: mean + errorhistogram



Overly specific named procedures
Response ~null ~binary ~category ~numerical ~numerical + 

category
Numerical 1-sample 

T-test
2-sample 
T-test

ANOVA Regression, 
Pearson 
correlation

ANCOVA

Ranked-
numerical

Mann-
Whitney-U

Kruskall-
Wallis

Spearman 
correlation

2-category Binomial 
test

Fisher’s 
exact test

Chi-sq. 
indep.

Logistic regression

k-category Chi-sq. 
goodness 
of fit

Chi-squared 
independence



Common types of variables.
Stevens’ Process Support Examples Sample histogram

Numerical Additive [-∞, ∞] Temperature
Height
IQ score

Numerical Multiplicative [0, ∞] Income
GDP/capita
Wealth

Numerical Counts {0,1,2,…} Calls received
Crime count
Spike count

Categorical 2-values {0,1} Correct/incorrect
Success/failure
Win/lose

Categorical K-values {a,b,c,…} Shirt color
Political party
Major



Common types of variables.
Stevens’ Process Support Distributions Sample histogram

Numerical Additive [-∞, ∞] Normal

Numerical Multiplicative [0, ∞] Log-Normal
(Pareto)

Numerical Counts {0,1,2,…} Poisson
(geometric)
(negative binomial)

Categorical 2-values {0,1} Bernoulli/Binomial
(hypergeometric)

Categorical K-values {a,b,c,…} Multinomial



Common types of variables.
Stevens’ Process Support Distributions Sample histogram

Numerical Additive [-∞, ∞] Normal

Numerical Multiplicative [0, ∞] Log-Normal
(Pareto)

Numerical Counts {0,1,2,…} Poisson
(geometric)
(negative binomial)

Categorical 2-values {0,1} Bernoulli/Binomial
(hypergeometric)

Categorical K-values {a,b,c,…} Multinomial

log

large mean

count



Canonical models
Distributions Sample histogram Model for this type of response.
Normal Linear model

lm(y ~ …)
ranked: lm(rank(y) ~ …)

Log-Normal Log-linear model
lm(log(y) ~ …)

Poisson Poisson-log-linear (generalized LM)
glm(y~…, family=poisson())

Binomial Logistic regression (generalized LM)
glm(y~…, family=binomial())

Multinomial Multinomial logistic regression
Treat as counts -> poisson
Chi-squared test



Measurements
• Psychometric properties:
– Fidelity/resolution, Reliability, validity.

• SS Stevens’ measurement scale
– Qualitative / categorical / nominal
– Quantitative / numerical: Ordinal? Interval? Ratio?

• Statistical / mathematical variable type
– Support (what values can it take on)? 
– Distribution (what does variation look like)?

• Downgrading / upgrading scales?



Understanding your data.

• Where did the data come from?
i.e., what was measured? How? 
Sampling process?
Experiment? Survey? Controls?  Random assignment?

• What types of variables are you dealing with?

• What is the structure among measurements?



Structure among measurements?

• What are the units being measured?
• E.g., trials, individuals

• What are the relationships among units?
• E.g., multiple trials per individual

• We will deal with flat structures for now.



Understanding your data.

• Where did the data come from?
i.e., what was measured? How? 
Sampling process?
Experiment? Survey? Controls?  Random assignment?

• What types of variables are you dealing with?

• What is the structure among measurements?



Next: Projects



Projects
• Groups of ~4-5; undergrads disperse
• Find a question, and large-scale naturalistic dataset 

that could offer an answer.  Ask the question.
• Goal: Something that could be publishable with a bit more refinement
• Examples: voting from google street view, anything by raj chetty, skill 

learning in online games, personality tests in blog posts, meme transmission 
in twitter, etc.

• Trickiness of naturalistic data.  
• Connecting theoretical constructs to real-world phenomena
• Extracting relevant signals from all the variation.
• Causality; exogenous vs endogenous variation

• Types of questions asked of naturalistic data.
• Verifying lab conclusions via natural variation.  Does X predict Y?  What 

aspects of X relate to Y, how?  Causality from exogenous variation in X?  
Picking apart structure of X. 



























…I really don’t endorse this paper, but it is yet another example of a question + natural data 
suitable for this project.



May yield publishable product.



Sources of data.
• User behavior from web services (netflix, yelp, okcupid, 

twitter, blogger, etc.)  
• Government statistical agencies (Census, BLS, CDC, FBI, 

FAA, FDIC, BBB, SS records etc)
• Climate, earthquake, fire, etc. data.
• Language/text corpora
• Explicitly gathered datasets for this sort of thing: GSS, 

framingham, dolphin co-occurrence, etc.
• Field specific databases: sports statistics/events, citation 

statistics, imdb for movies, university ratings, etc.
• Meta-analytic datasets: neurosynth, wordbank, etc.
• Dataset Databases: dataverse, datahub, dataportals, icpsr, 

ssds, Kaggle, etc.
• Scraping something somewhere.



Find 
your 

sweet 
spot
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Class project deliverables.
• 10/11: Groups due.

• 10/18: Project plan due

• 11/08: Preliminary data summaries due

• 12/09 (before final time): write-ups due

• 12/09 (during final time): project presentations

• 12/10: Group evaluations due.



Next: R live


