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FBI crime stats: Assaults



How much lower/higher is the rate of a given crime in each state from what we 
would expect based on city populations?

(random effect of crime:state combination in a mixed effect Poisson regression of FBI crime counts in each city)



You could make money…



…You could make new discoveries...



…or you could embarrass yourself.



Important data skills by research role
• Consumer

• Read / interpret data presentations: common graphs, statistics, 
results

• Basic numeracy, relevant questions for particular statistics
• Reviewer

• Sufficient understanding to spot analysis/report mismatch
• Reason from reported stats/data rather than written words
• Know which deviations from model assumptions produce which 

biases
• Come up with more diagnostic graphs, and a more incisive analyses

• Producer
• Given data: read it, clean it, make it usable
• Given a postulated relationship: make diagnostic graphs, identify 

relevant statistic, estimate with uncertainty, compare to null model
• Given a vague description of a relationship: make it precise, identify 

relevant variable, decide on appropriate form of model
• Synthesizer: Translate between statistics, relate uncertainty across 

studies.
• Path-breaker: reason from first principles to develop new methods…



What we aim to cover.
201a:
• Data

Hygiene, cleaning, types, 
visualizing, describing

• Foundations
Probability, sampling, null 
hypotheses, etc.

• General linear model
Correlation / Regression, 
Multiple regression, ANOVA, 
ANCOVA

• Pointers to GLM 
extensions
Linearizing transforms, covarying 
errors

201b:
• Linear mixed effects
• Generalized Linear model

e.g., Logistic regression
• Likelihood and 

optimization
• Resampling method
• Bayesian methods
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R, Rstudio – this will be hard for some.

Why?



Syllabus
Psych 193 (10 undergrads)

TuTh 2-3:20, We 5-7

Grading:
75% Homework
25% Project

Psych 201a:

TuTh 2-3:50, We 5-7

Grading:
25% Homework
25% Project
25% Midterm
25% Final

Projects: Check website for details (will update soon)
Homework: vulstats.ucsd.edu/hw/ (will be running soon)
Exams: collaboration not tolerated



Website: vulstats.ucsd.edu



Campuswire
https://campuswire.com/p/G8F0D1572 (code: 2647)



Homework: vulstats.ucsd.edu/hw/
Login: UCSD username (e.g. for evul@ucsd.edu -- evul)
Password: Your student ID.
More once its running next week



Projects



How to ask debugging questions
• Isolate the problem.
• Identify the smallest unit of code that reproduces the 

problem.
• Independent of other code, particular variables in memory, 

the larger dataset, loaded packages, etc.  
• Steps to take
• Make sure all variables in play are as expected.
• Check types!

• Google function name and key words from error message 
(omitting terms specific to your circumstance, like local 
variable names).

• Spend 15-30 min reading/trying solutions.
• Ask.  Include smallest unit of code/data that produces the 

problem, and briefly mention what you found by way of failed 
answers.



How do we go beyond the data?
“Inference”/“Induction”/“Generalization”/“Prediction”

• Combine data with assumptions
– Sample is representative (resampling)
– A model
– (may not be transparent)

• Inferences are always uncertain
– (uncertainty not always transparent)



Fields dealing with data
• Differences in regimes, goals:
• small, low-d samples from experiments with binary causal 

questions (classical stats)
• largish, mid-d samples from surveys or the wild with 

meaningful model parameters (modern regression modeling, 
econometrics, etc.)

• large, high-d naturalistic datasets, with an emphasis on 
prediction and discovery of structure (ML, data science)

• Differences in emphasis: mathematical theory vs algorithmic 
implementation.

• Data-structure fields and subareas: geostatistics, 
timeseries, networks, raw signals, images, surveys,  text, 
censored data, etc.

• Domain-specific bundles: econometrics, psychometrics, 
biostatistics, etc.



Data scale à methods

Behavioral

Financial,
Macroeconomic

Text (corpus 
linguistics, NLP)

Images

Sample sizeIntervention

Political, 
Sociology

Dimensions Structure

Neuroimaging

101 (x101) 100Experiment Flat, 
subjects, items

104 101Survey
Demography, 
Geography, 
Networks

103 102Observation Timeseries

104Experiment (3D) Spatial, 
Timeseries

103 … 1011 101 or 105

101 (x102)

Observation Markov? Bags 
of words? CFG?

103 … 108 105+Observation
Optics, 

the 3D world.

Psychophysics 100 (x103) 100Experiment Flat, subject

Personality 102 101Survey Flat

Sports 102 … 105 101-2Observation Relational, 
game mechanic

Web user data 103 … 1012 101 … 10?Observation All sorts



data structure à methods
• Flat, tabular data
• Hierarchical/relational data

• Timeseries/sequential data
• Censored / survival data
• Raw signal varying over time, space
• Network data
• Image data
• Text
• Spatial / geographic data



Goals à methods
• Describe/summarize data
– Literal “statistics”
– Visualization 

• Predict new data
– classification / regression

• Characterize process / population 
– Estimate model parameters 
– Choose among models
– Clustering, dimensionality reduction, factor analysis, etc.
– Separate signal from “noise”

We usually have multiple goals.



Data structures we cover
Normal LM/GLM structure: 
each unit is uniquely associated 
with a measurement.

Repeated measures structure:
Explanatory variables at only 
two levels. (e.g., “between 
subject” and “within subject”).

More levels
Explanatory variables at more 
than two levels.  (e.g., classes in 
schools in districts)

Crossed random effects
(e.g., subjects with explanatory 
variables crossed with items 
with explanatory variables)

In 201b



Relationship between models

Eq. var t-tests

Multiple regression

ANCOVAOLS regression
ANOVA

Ge
ne

ra
l 

lin
ea

r m
od

el

Logistic regression
Poisson regression
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Linear mixed models

Repeated measures ANOVA

Mixed design (split-plot) ANOVA

Generalized linear 
mixed models

General model fitting via likelihoods or posteriors

In general, special cases of broader model classes are usually favored despite being less 
flexible because they are simpler and allow for easier estimation and inference.



Practical suggestions
• Making your life easier (in the long run):
• Adhere to sensible file/directory structure
• Name files / folders coherently
• Save data in universal, machine-readable format (text)
• Record everything.
• Automate recording.
• Make a text file describing where data came from.
• A codebook if necessary

• Conventional, stranger-readable coding.
• Tidy data: one row per measurement, no empty cells, etc.
• Never alter the raw data.
• Write standalone scripts for data cleaning, analysis
• Version control (I like git)
• Consider writing papers in R Markdown (papaja?)



Practical suggestions
• Avoid pain in R scripts
• Do:

Use data frames (not matrices, isolated vectors, etc)
Name columns conveniently, factor levels clearly
Index columns by name, not number
Subset rows by logical filters, not numbers
Pass named (not place) arguments to functions
Make your code state-independent and self-sufficient

• Do not:
attach()
save subsets into new variables
use rownames (store as explicit column if you want)
Use “magic numbers”
hard code stuff in the middle of the script.



Practical suggestions
• Experiment design suggestions:
• KISS
• Aim for within-{subject,item} design
• Build in checks for: 
• attention
• reliability
• manipulation
• confounds
• strategy
• blindness.

• Debug design by pre-planning analysis/paper.



Practical suggestions
• Debug design by pre-planning analysis/paper.

"To consult the statistician after an experiment is finished is often merely to ask him to conduct a 
post mortem examination. He can perhaps say what the experiment died of.” - Fisher (1938)

• What are you trying to do?  (concrete Q, candidate As)
• What will decisive figure look like? (diagnostic?)
• How will you go from data to figure?
• How big is the expected effect? Noise? (Power, bitrate)

Debug further by playing devil’s advocate (reviewer)
• What assumptions link interpretation to measures, manipulations?
• If your interpretation is wrong, what explains your awesome figure?
• What are plausible, alternate causal routes between manipulations 

and measurements?



Practical suggestions
• Be replicable:
• Aim for precise, quantitative estimates; not p<0.05

Clean, quantitative measurements; large samples, within-subject designs

• Be precise in your “theories”.

• “you must not fool yourself” 
(Feynman on cargo cult science)
• Be responsible for answer, not adherence to rulebook
• Pre-register (with yourself?) to spot data-driven analysis
• Everything open by default.
• Look at your data and variability (visualization)
• How much would you bet on replication success?

• Replicate.
• Didn’t predict the effect? Replicate.
• Following up on someone’s one-off result? Replicate.


